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camera-specific noise models, which limits the use of scientific 
complementary metal-oxide semiconductor (sCMOS) cameras; 
and necessitate a challenging process to generate an accurate PSF 
model14. Additionally, nonintuitive interfaces, restrictive licenses, 
and dependencies on specific programming languages and librar-
ies fundamentally complicate their use. Thus, simple Gaussian 
PSFs, and not experimental PSF models, are still generally used in 
3D SMLM. For the majority of labs that have microscopes without 
perfect optics, this leads to much lower resolution in z than in x 
and y.

Here we present software that overcomes these limitations and 
makes experimental PSF fitting generally accessible and practi-
cally usable (Supplementary Software 1 and 2). It enables 3D 
SMLM on any microscope with optimal z-resolution by achieving 
the highest possible localization precision, the Cramér–Rao lower 
bound, as demonstrated on both simulated (Supplementary  
Fig. 2) and experimental (Supplementary Fig. 3) data. It con-
tains a tool for calibrating the experimental PSF and a fitter 
for cubic spline (cspline) interpolated PSF models that reaches 
the necessary fitting speeds for real-time localization (>105 fits  
per second).

With this new software, we were able to resolve fine structural 
details of biological structures (Fig. 1, Supplementary Fig. 4) 
that were previously visible only with complex interferometric 
microscopes (Supplementary Fig. 5). For example, we resolved 
in 3D the hollow cylinders of immunolabeled microtubules with 
both DNA-PAINT (DNA-based point accumulation for imag-
ing in nanoscale topography)15 (Fig. 1a,b) and dSTORM (direct 
stochastic optical reconstruction microscopy)16 (Supplementary 
Fig. 6) by using the simple astigmatic 3D method. Compared 
with the commonly used Gaussian fit17, our fitter achieved 
higher precision and avoided distortions (Fig. 1b,c). We were 
able to visualize the spherical geometry of clathrin-coated pits 
without distortions and found that almost all localizations were 
in the clathrin coat, which highlights the high localization  
accuracy (Fig. 1d).

We achieved this performance by means of a systematic optimi-
zation in which we overcame bottlenecks encountered previously 
during fitting with experimental PSFs. First, we optimized the 
precision by developing a robust implementation of maximum-
likelihood estimation (MLE) for spline-interpolated PSF models 
(Supplementary Fig. 7). Compared with simple Gaussian PSF 
models, our fitter reached substantially higher localization accura-
cies on both simulated (Supplementary Fig. 8) and experimental 
(Supplementary Fig. 9, Fig. 1b,c) data. Moreover, our fitter avoids 
the systematic error of Gaussian PSF models in estimating the 
number of photons per localization18 (Supplementary Fig. 10). 
We note that use of a high-quality PSF model is vital to avoid 
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We present a real-time fitter for 3D single-molecule localization 
microscopy using experimental point spread functions (PSFs) 
that achieves minimal uncertainty in 3D on any microscope 
and is compatible with any PSF engineering approach. We 
used this method to image cellular structures and attained 
unprecedented image quality for astigmatic PSFs. The fitter 
compensates for most optical aberrations and makes accurate 
3D super-resolution microscopy broadly accessible, even on 
standard microscopes without dedicated 3D optics.

As most biological structures have a 3D organization, it is desir-
able to achieve not only high lateral but also high axial resolu-
tion in super-resolution microscopy. Several methods have been 
developed to extend single-molecule localization microscopy 
(SMLM) to 3D applications. Most commonly, the z-position of 
a molecule is extracted from the shape of an astigmatic PSF1. 
Other approaches use more complex engineered PSFs (double-
helix2, phase-ramp3, or tetrapod4) or a bi-plane configuration5. 
The vast majority of such 3D SMLM data is analyzed by fitting 
of a Gaussian PSF model, for the sake of computational simplic-
ity6. However, real PSFs are poorly approximated by a Gaussian 
function (Supplementary Fig. 1), and they often show aberra-
tions due to imperfect microscope optics. As a result, current 3D 
fitting routines do not reach the optimal 3D resolution, produce 
distortions, and are limited to a thin slice around the focal plane. 
Thus, they cannot realize the full potential of 3D SMLM for bio-
logical discovery.

As an alternative to simple Gaussian PSF models, fitting meth-
ods that use experimentally acquired PSFs have been developed 
that can in theory achieve greater precision, such as PSF cor-
relation7, phase retrieval8,9, and interpolated PSFs3,10–13. In 
practice, however, these methods still have some limitations: 
they are too slow for online fitting during data acquisition; lack 
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artifacts commonly observed when experimental PSFs are used 
(Supplementary Fig. 11). To avoid these artifacts, we developed 
a simple tool to robustly create accurate experimental PSF models 
from several bead stacks (Supplementary Software 1 and 2).

Second, we optimized the speed of our fitter (Fig. 1e, 
Supplementary Fig. 12). High speeds are essential to allow fit-
ting during data acquisition. This enables one to monitor the 
image quality in real time, and stop acquisitions as soon as a 
sufficient number of molecules have been localized19 or if the 
sample is deemed unsatisfactory. By implementing our fitter on 
the graphical processing unit (GPU), we obtained fitting speeds 
more than 100 times faster than those of the fastest previously 
available implementation13. This allows online analysis, even of 
dense structures and large fields of view (Fig. 1e).

Third, we extended our fitter to sCMOS cameras (Fig. 1e), 
which offer fast imaging speeds and large fields of view, and thus 
are exquisitely suitable for SMLM20. For this, we included an 
sCMOS-specific noise model that was previously limited to sim-
ple Gaussian PSF models20 in our fitter for experimental PSFs. We 
then verified that our fitter avoids camera noise-induced localiza-
tion errors (Supplementary Fig. 13) and is fast enough for online 
analysis for sCMOS cameras (Fig. 1e).

Taken together, our results show that this software retains 
the ease of use and accessibility of astigmatic 3D SMLM while 
approaching a 3D image quality that has so far been achieved only 
with complex 4Pi microscopes21.

However, astigmatism, like any other PSF engineering approach, 
requires dedicated 3D optics. Many users do not have access to 
such microscopes and are therefore limited to the acquisition of 
2D data. Even unmodified PSFs contain information on the z-
position of the fluorophore22, which can be estimated from the 
PSF size or via the recently published photometry approach18. 
However, the z-resolution and axial range remain limited, and 
these methods cannot distinguish fluorophores above and below 
the focus because of the high symmetry of the PSF.

Here we overcame these limitations and extracted accurate and 
precise z-positions by fitting 2D SMLM data with an experimental 
model of the unmodified PSF. This allowed us to exploit subtle 
differences between the upper and lower halves of the PSF to 
correctly localize the fluorophore. To this end, we developed a 
bidirectional fitting approach in which we fit once with a starting 
z-parameter above the focus and a second time below the focus, 
and then choose the solution with the maximum likelihood.

We achieved a z-resolution almost as good as that of astig-
matic PSFs (Fig. 2a,b, Supplementary Figs. 4, 8, and 14). We 
then directly compared our approach with existing methods based 
on PSF size (Fig. 2c) or photometry (TRABI)18 (Fig. 2d). We 
found that only our software could resolve the nucleoplasmic and 
cytoplasmic rings of the nuclear pore complex, which are axially 
spaced by 53 nm (ref. 23). Although the z-resolution was slightly 
decreased close to the focal plane and 5% of misassignments led 
to a faint mirror image (Fig. 2b), our fitter enabled high-resolu-
tion 3D imaging directly on standard microscopes without any 
3D optics.

Besides astigmatism, a variety of sophisticated PSF engineer-
ing approaches have been developed (double-helix2, self-bend-
ing24, tetrapod4, phase-ramp3, etc.) that increase the depth of field 
beyond ~1 µm but require complex data analysis. As our fitter is 
directly applicable to all these PSFs (Supplementary Fig. 14), it 

will allow many more labs to exploit the advantages of advanced 
PSF engineering for large sample volumes. Moreover, it allows 
the use of advanced PSF engineering with sCMOS cameras while 
accurately accounting for the camera noise.

To summarize, we have presented a fast and precise single-mol-
ecule fitter for arbitrary PSF models. This allowed us to achieve 
substantially improved 3D resolution and image quality with 
engineered astigmatic PSFs or unmodified PSFs from a stand-
ard microscope. Because deformations of the PSF are included 
in the experimental PSF model, our fitter is robust with respect to 
field-independent aberrations, and thus provides high accuracy 
even with objectives with a mediocre PSF or imperfect align-
ment of the microscope (Supplementary Figs. 14 and 15). The 
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Figure 1 | Reconstruction of cellular structures with high 3D resolution 
using the real-time fitter for experimental PSFs. (a) Immunolabeled 
microtubules imaged with DNA-PAINT15. Localizations are color-coded 
according to their z-position. Corresponding localization precisions and 
profiles are shown in Supplementary Figure 4. Numbers 1–8 correspond 
to magnified views in b and c. (b) Side-view cross-sections along the lines 
shown in a. (c) Side-view reconstructions of the same areas shown in b, 
analyzed with ThunderSTORM17 using an elliptical Gaussian MLE fit.  
(d) Immunolabeled clathrin imaged with dSTORM16. The images on the right  
are side-view cross-sections along the lines numbered in the left-hand 
image. (e) Fitting speed of the fitter presented in this work compared 
with those of previous implementations of fitters for experimental 
PSF models12,13 and Gaussian PSF models17,25. Fits per second were 
measured on an i7-5930 CPU and a GTX1070 consumer graphics card. 
EMCCD, electron-multiplying charge-coupled device. Widths of the cross-
sections were as follows: 150 nm (b (1, 4, 6)), 200 nm (b (2, 3, 7, 8)), 
30 nm (b (5)), or 50 nm (d). Scale bars, 1 µm (a,d) or 100 nm (b,c, x–z 
reconstructions in d). All data and images in this figure are representative 
of ≥3 experiments.
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presented framework is not restricted to bead-stack-based PSFs, 
but can be used in the same way to obtain and rapidly fit a spline 
interpolation of an arbitrary analytical or phase-retrieved PSF 
model, for which aberrations can be calculated and added com-
putationally.

To enable the community to profit from these innovations, we 
developed easy-to-use fitting software and provide our CPU-
based C code and the GPU-based CUDA code as open-source 
files (Supplementary Software 1 and 2; also available at https://
github.com/jries/fit3Dcspline.git). The software can be incorpo-
rated in any programming language, as it is not library depend-
ent, and should improve the speed and accuracy of any existing 
single-molecule fitting software.

We hope that our software will transform 3D SMLM from an 
experts-only technique into a broadly accessible high-resolution 
imaging methodology.

Methods
Methods, including statements of data availability and any associ-
ated accession codes and references, are available in the online 
version of the paper.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper.
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Figure 2 | Accurate 3D positions from a 2D data set with an unmodified 
PSF. (a) Nup107–SNAP–Alexa Fluor 647 imaged with dSTORM on a standard 
microscope without 3D optics. (b) Side-view reconstruction of the region 
bounded by dashed lines in a. The red arrowheads indicate nuclear pore 
complexes and their mirror images caused by misassignments. (c) Side-
view reconstruction of the same region as in b, using the size of the PSF 
(SPSF) from a fit with a symmetric Gaussian PSF model as a measure for the 
z-position. (d) Side-view reconstruction of the same region as in b and c, 
using the photometry-based intensity ratio18 PTRABI as a measure for the 
z-position. Corresponding localization precisions and profiles can be found 
in Supplementary Figure 4. Scale bars, 1 µm. All data and images in this 
figure are representative of ≥5 experiments.
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ONLINE METHODS
Robust averaging of experimental bead stacks. Stacks of beads, 
immobilized on a coverslip, were acquired in a range of ±1,000 nm 
with respect to the coverslip. A spacing in z between 10 nm and  
50 nm works well. Beads in each stack were segmented in a maxi-
mum-intensity projected image by maximum finding and thresh-
olding. Sub-regions around each bead location were cropped. Next, 
we aligned all beads with sub-pixel accuracy by 3D cross-correlation  
using a single bead as a reference. To gain precision, we carried out 
another round of 3D alignment of the central part of each stack, 
using the average of the aligned bead stacks as the reference. We 
scaled up the central part of the cross-correlation by a factor of  
20 by cspline interpolation and determined the x, y, and z shifts 
from the position of the maximum26. The bead stacks were 
shifted by means of cspline interpolation. Iteratively, bead stacks 
that showed substantial dissimilarity to the average were identi-
fied on the basis of the maximum value of the cross-correlation 
and the mean square error and were excluded from the aver-
age. To eliminate the background, we subtracted the minimum 
value of the bead stack and normalized the amplitude by the total 
(summed) intensity of the central slice. We further regularized 
the bead stack by smoothing it in the z-direction with a smooth-
ing B-spline27. In the presence of field-dependent aberrations, 
systematic fitting errors can be corrected in a post-processing 
step based on a precise calibration28. We suggest that in the pres-
ence of strong field-dependent aberrations, users perform the 
calibration and fitting only locally on small sub-regions of near-
uniform aberrations.

Calculation of cspline-interpolated PSFs. Spline functions 
are piecewise polynomials for which high-order derivatives are 
continuous at the knots, where the pieces connect. Cubic splines 
are the most commonly used splines, for example, in computer 
graphics, geometric modeling, and so on. Recently, this type of 
approximation theory has also been used for single-molecule 
localization10,12,13. We implemented the cspline interpolation in 
terms of both csplines and cubic B-splines. A B-spline interpo-
lation is generally less memory intensive because only one B-
spline coefficient is needed in each spline interval. In comparison,  
(d + 1)n coefficients are required in each spline interval for spline 
polynomials, where d is the spline degree and n is the dimen-
sion. However, our implementation of a 3D fit based on csplines 
is about 2.5 times faster than the cubic B-spline form because 
csplines are more explicit and fewer calculations are needed to 
calculate spline values and derivatives. Therefore, the software 
used in this work is based on csplines with 64 coefficients in each 
voxel of the 3D PSF stack.

Similar to ref. 13, the 3D PSF is described by a 3D cspline for 
voxel (i, j, k) as follows:
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where ∆x and ∆y are the pixel size of the PSF in the object space in 
the x and y directions, respectively; ∆z is the step size in the objective  

space in the z direction; and xi, xj, and zk are the start positions of 
voxel (i, j, k) in the x, y, and z directions, respectively.

To calculate the cspline coefficients, we first built the 3D PSF 
stack by averaging the bead stacks from different fields of view by 
3D cross-correlation and by regularization, as described above. 
The spline coefficients were built on the basis of the averaged and 
smoothed 3D PSF stack. As 64 cspline coefficients are required to 
describe each voxel, we upsampled (cspline interpolation) each 
voxel three times in the x, y, and z directions, respectively. The  
64 upsampled coordinates (including the boundary of neighbor-
ing voxels) were used to calculate the 64 cspline coefficients. The 
code to calculate the spline coefficients from bead stacks can be 
found in Supplementary Software 1.

z-calibration of astigmatic Gaussian PSF models. Our PSF cali-
bration tool also allows the user to extract z-positions by using 
two widely used algorithms: (A) calculation of the z-positions 
directly from the calibrated σx (z) and σy (z) returned by the 
elliptical Gaussian fit; and (B) determination of the z-positions 
by direct fitting of single molecules with the calibrated astigmatic 
Gaussian PSF model29.

For both calibrations, the bead stacks are fitted with an ellipti-
cal Gaussian PSF model and shifted in z according to their true 
z-positions where σx (z) = σy (z). The outliers are removed on 
the basis of the root mean error of σx (z) and σy (z) with respect 
to the average curves.

For algorithm A, we calculate dσ2 (z) = σx(z)2 − σy(z)2 and 
interpolate the functional relationship z(dσ2) by a smoothing 
cubic B-spline. This B-spline interpolation is then used to directly 
read out z from dσ2.

For algorithm B, σx(z) and σy(z) are fitted with a polynomial 
approximation for the astigmatic Gaussian model:
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The parameters σ0x, Ax, Bx, σ0y, Ay, By, γ, and d are input param-
eters for the Gaussian fitter, which directly returns the z-coordi-
nates of the fluorophores. We followed the formula in ref. 25 to 
calculate the derivatives of the parameters. However, the itera-
tive process was reimplemented using the Levenberg–Marquardt  
(L-M) algorithm.

Newton and Levenberg–Marquardt iterative schemes for MLE. 
MLE is the method of choice for fitting data with Poisson statis-
tics30. The objective function for MLE is given by31
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where µk is the expected number of photons in pixel k from the 
model PSF function, and xk is the measured number of photons. 
By minimizing cMLE

2
, one obtains the maximum likelihood for 

the Poisson process.
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Methods for nonlinear optimization are usually iterative. For 
Newton iterative schemes, the search direction ∆θi of each itera-
tion is given by25
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where θi is the ith free fit parameter. However, computation of 
the second derivatives is often quite difficult and can be desta-
bilizing when the model fits badly or is contaminated by outlier 
points30.

An alternative method is the L-M algorithm. The L-M algo-
rithm is often used for least-squares fitting because it is quick and 
robust. With relatively simple modifications31, the L-M algorithm 
has also been used to minimize cMLE

2 . In the L-M algorithm, the 
second-derivatives term is neglected and only the first derivatives 
are used. In the L-M algorithm, the update ∆θi is given by
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where Hi,j is the Hessian matrix without the second partial deriva-
tives term, defined as
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Jj is the Jacobian matrix, defined as
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λ is the damping factor, and I is a diagonal matrix equal to the 
diagonal elements of the Hessian matrix. This method is more 
robust because a damping factor is introduced and the second 
derivatives do not contribute. This damping factor is increased 
(multiplied by 10 in this work) if an iteration step does not 
decrease cMLE

2
 or Hi,j is not positive definite.

GPU implementation. This GPU implementation of the iterative 
method follows the framework developed for fitting a Gaussian 
PSF model using a GPU25, but using the L-M algorithm. We note 
that a general framework for L-M fitting on a GPU was published 
recently32. Unlike previous work for electron-multiplying charge-
coupled device (EMCCD) and sCMOS noise models20,25 in which 
the shared memory was used to store the molecule-candidate 
data and readout noise map, we kept the data in the GPU global 
memory. Each thread is pointed to each molecule candidate and 
performs all the computations for each molecule candidate. No 
thread synchronization is required. We used 64 threads per block. 
The overall speed is about 1.9 times (small window size) to 47.9 
times (large window size) faster (Supplementary Fig. 12) than for 
the original code where shared memory was used for the sCMOS 
noise model. We assume that this is due to the compiler optimiza-
tion where more registers are used and the time for copying data 
from the global to the shared memory is saved. Both the CPU-
based C code and the GPU-based CUDA code were compiled in 
Microsoft Visual Studio 2010. The software was called via Matlab 
(Mathworks) MEX files. It was run on a personal computer using 
an Intel Core i7-5930 processor clocked at 3.50 GHz with 64 GB 
memory. An NVIDIA GeForce GTX 1070 graphics card with  
8.0 GB memory was used for GPU-based computation.

Simulation of realistic single-molecule data. To simulate sin-
gle-molecule images using a realistic PSF model, we used the 
cspline-interpolated PSF model generated from experimental 
bead stacks as described above. We generated the single-molecule 
image from this PSF model at a random 3D position, multiplied it 
by the number of photons per localization, and added a constant 
background. Finally, we applied Poisson noise to the images. For 
simulations of sCMOS data, we added pixel-dependent Gaussian 
noise. The code to simulate PSFs from the calculated cspline coef-
ficients can be found in Supplementary Software 1.

MLE fit using an sCMOS camera noise model. sCMOS cameras 
have become more and more attractive for localization micros-
copy owing to their fast data acquisition even for large fields of 
view, low readout noise, and relatively low price. However, their 
intrinsic pixel-dependent gain, offset, and readout noise can cre-
ate a localization bias, which has to be corrected for localization 
of a single molecule20. Gain gk and offset ok in pixel k can be taken 
into account when the camera image Ik

ADU  in analog digital units 
(ADU) is converted into photons:

I I o
gk

P k k

k
= −ADU

The readout noise, however, has to be taken into account during 
the fitting in the noise model and can be calculated from many 
dark camera images as the pixel-wise variance. Here we use the 
model proposed by Huang et al.20, which approximates the nor-
mal distributed readout noise (vark, in units of photoelectrons) 
with a Poisson distribution. When the pixel-dependent constant 
vark is added to the measured photoelectrons, one can expect the 
new value to approximate a Poisson distribution with a mean of 
µk + vark. Here, µk is the expected photon number in pixel k of 
the PSF model function. Therefore, in comparison to the con-
ventional MLE fit for EMCCD data, only one more parameter, 
vark, is required for sCMOS data. Also, vark is only kept in the 
global memory of the GPU. Compared with the EMCCD noise 
model, the speed of the algorithm was reduced by only <25% 
because of its accounting for the pixel-dependent readout noise 
(Supplementary Fig. 12).

3D fitting of SMLM data acquired with standard micro-
scopes without 3D optics. Because our code includes fitting 
with arbitrary PSFs, it is directly applicable to 2D data acquired 
with an unmodified PSF in a standard microscope. A model 
for the unmodified PSF can be calculated directly from bead 
stacks, analogously to engineered PSFs. However, the unmodi-
fied PSF has high symmetry with respect to the focal plane 
(Supplementary Fig. 1), which makes it difficult for an itera-
tive fitting procedure to converge through the focal plane. To 
overcome this problem, we fit every localization twice: once with 
a starting parameter for the z-position 500 nm above the focal 
plane, and once with a starting parameter 500 nm below the focal 
plane. The maximum likelihood is then used to select the bet-
ter fit. Because a real PSF is not completely symmetrical33, this 
breaks the degeneracy previously encountered with extraction 
of z-positions in 2D data sets from only a single photometry or 
PSF size parameter18.

Owing to the rather large size of the calibration bead (100 nm) 
and small inaccuracies during the averaging of many bead stacks, 
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the cspline PSF model is slightly blurred compared with a single-
molecule PSF. This had no apparent effect on 3D data, but in 2D 
data it led to an accumulation of fitted localizations at the focal 
plane. To overcome this problem, we filtered the raw images with 
a Gaussian kernel (s.d. σ < 0.5 pixels), thus applying the blur in 
the PSF model to the data. To find the right value of σ, we fitted 
a subset of the data with several values for σ (0, 0.1, …, 0.5) and 
selected the σ value for which we found neither an accumulation 
nor a depletion of localizations around the focal plane.

Post-processing. As the positions used above are all based on 
the objective positions, which differ from the true absolute posi-
tions owing to refractive index mismatch, we further multiply 
the z-positions by a refractive index mismatch factor of 0.75 (ref. 
1). Then, x-, y-, and z-positions were corrected for residual drift 
by a custom algorithm based on redundant cross-correlation. 
Localizations persistent in consecutive frames were grouped into 
one localization, and super-resolution images were constructed 
with every localization rendered as a 2D elliptical Gaussian with 
a width proportional to the localization precision.

For measurements deep in the sample obtained with oil-immer-
sion objectives, aberrations induced by the refractive index mis-
match can be corrected for as described in ref. 34.

Sample preparation of clathrin-coated pits in SK-MEL-2 cells. 
All samples were imaged on round 24-mm high-precision glass 
coverslips (No. 1.5H; 117640; Marienfeld, Lauda-Königshofen, 
Germany). Coverslips were cleaned overnight in a 1:1 mixture of 
concentrated HCl and methanol, rinsed with Millipore water until 
neutral, dried, and UV-sterilized in a standard cell-culture hood.

SK-MEL-2 cells (a kind gift from David Drubin, UC Berkeley; 
described in ref. 35) were cultured under adherent conditions 
in DMEM/F12 (Dulbecco’s modified Eagle’s medium combined 
with Nutrient Mixture F-12) with GlutaMAX and phenol red 
(Thermo Fisher; 10565018) supplemented with 10% (v/v) FBS, 
ZellShield (Biochrom AG, Berlin, Germany), and 30 mM HEPES 
at 37 °C, 5% CO2, 100% humidity. Cells were fixed using 3% (w/v) 
formaldehyde (FA) in cytoskeleton buffer (CB; 10 mM MES, 
pH 6.1, 150 mM NaCl, 5 mM EGTA, 5 mM d-glucose, 5 mM 
MgCl2; described in ref. 36) for 20 min. Fixation was stopped 
by incubation in 0.1% (w/v) NaBH4 for 7 min. The sample was 
washed with PBS three times and subsequently permeabilized 
with 0.01% (w/v) digitonin (Sigma-Aldrich, St. Louis, MO, USA) 
in PBS for 15 min. After being washed twice with PBS, the sample 
was blocked with 2% (w/v) BSA in PBS for 60 min, washed again 
with PBS, and stained for 3–12 h with anti-clathrin light chain 
(sc-28276; Santa Cruz Biotechnology, Dallas, TX, USA; diluted 
1:300) and anti-clathrin heavy chain rabbit polyclonal antibodies 
(ab21679; Abcam, Cambridge, UK; diluted 1:500) in 1% (w/v) 
BSA in PBS. The sample was washed with PBS three times and 
then incubated with a donkey anti-rabbit secondary antibody 
(711-005-152; Jackson ImmunoResearch, West Grove, PA, USA) 
conjugated to Alexa Fluor 647–NHS at an average degree of labe-
ling of 1.5 for 4 h. Finally, the sample was washed three times with 
PBS prior to imaging.

For dSTORM imaging, coverslips were mounted in 500 µL 
of blinking buffer (50 mM Tris, pH 8, 10 mM NaCl, 10% (w/v) 
d-glucose, 35 mM 2-mercaptoethylamine, 500 µg/mL GLOX,  
40 µg/mL catalase, 2 mM COT).

Sample preparation for imaging of the nuclear pore complex 
and microtubules. Wild-type U-2 OS and genome-edited U-2 
OS cells that expressed Nup107–SNAP37 were cultured under 
adherent conditions in DMEM (high-glucose, without phenol 
red) supplemented with 10% (v/v) FBS, 2 mM l-glutamine, non-
essential amino acids, and ZellShield at 37 °C, 5% CO2, 100% 
humidity. All incubations were carried out at room temperature. 
For nuclear pore staining, the coverslips were rinsed twice with 
PBS and prefixed with 2.4% (w/v) FA in PBS for 30 s. Cells were 
permeabilized with 0.4% (v/v) Triton X-100 in PBS for 3 min and 
then fixed with 2.4% (w/v) FA in PBS for 30 min. Subsequently, 
the fixation reaction was quenched by incubation in 100 mM 
NH4Cl in PBS for 5 min. After being washed twice with PBS, the 
samples were blocked with Image-iT FX signal enhancer (Thermo 
Fisher Scientific, Waltham, MA, USA) for 30 min. The coverslips 
were incubated in staining solution (1 µM benzylguanine Alexa 
Fluor 647 (S9136S; NEB, Ipswich, MA, USA), 1 mM DTT, 1% 
(w/v) BSA in PBS) for 50 min in the dark. After being rinsed three 
times with PBS and washed three times with PBS for 5 min, the 
sample was mounted for imaging.

For microtubule staining, wild-type U-2 OS cells were prefixed 
for 2 min with 0.3% (v/v) glutaraldehyde in CB + 0.25% (v/v) 
Triton X-100 and fixed with 2% (v/v) glutaraldehyde in CB for 
10 min. Fluorescent background was reduced by incubation with 
0.1% (w/v) NaBH4 in PBS for 7 min. After samples had been 
washed three times with PBS, microtubules were stained with 
anti-α-tubulin (MS581; NeoMarkers, Fremont, CA, USA) 1:300 
in PBS + 2% (w/v) BSA for 2 h and anti-mouse Alexa Fluor 647 
(A21236; Invitrogen, Carlsbad, CA, USA) 1:300 in PBS + 2% (w/v) 
BSA for 2 h. After being washed three times with PBS, samples 
were imaged in blinking buffer as described above, but with 
pyranose oxidase instead of glucose oxidase.

For DNA-PAINT imaging, microtubules were labeled with anti-
α-tubulin (MS581, NeoMarkers, and T6074; Sigma-Aldrich, St. 
Louis, MO, USA) and anti-β-tubulin (T5293; Sigma-Aldrich), 
each diluted 1:300 in PBS with 2% (w/v) BSA, for 2 h. After being 
washed three times with PBS, samples were incubated with a 
DNA-labeled anti-mouse secondary antibody overnight (dock-
ing strand sequence: 5′-TTATACATCTA-3′) and imaged after 5 
washes with PBS using 50 pM of complementary Atto-655-labeled 
DNA imager strand (5′-CTAGATGTAT-3′-Atto655) in PAINT 
buffer (PBS, 500 mM NaCl, 40 mM Tris, pH 8.0).

Microscopy. SMLM image acquisition was performed at room 
temperature (24 °C) on a customized microscope38 equipped 
with a high-numerical-aperture (NA) oil-immersion objective 
(160×/1.43-NA; Leica, Wetzlar, Germany). We used a laser com-
biner (LightHub; Omicron-Laserage Laserprodukte, Dudenhofen, 
Germany) with Luxx 405, 488, and 638 Cobolt 561 lasers. The 
lasers were triggered using a field-programmable gate array (Mojo; 
Embedded Micro, Denver, CO, USA), allowing microsecond puls-
ing control of lasers. After passing through a speckle reducer 
(LSR-3005-17S-VIS; Optotune, Dietikon, Switzerland), the laser 
is guided through a multimode fiber (M105L02S-A; Thorlabs, 
Newton, NJ, USA). The output of the fiber is first magnified by an 
achromatic lens and then imaged into the sample38. A laser clean-
up filter (390/482/563/640 HC Quad; AHF, Tübingen, Germany) 
is placed in the beam path to remove fiber-generated fluores-
cence. A closed-loop focus lock system was implemented, using 
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the signal of a near-infrared laser reflected by the coverslip and its 
detection by a quadrant photodiode. The focus can be stabilized 
within ±10 nm over several hours39. The fluorescence emission 
was filtered by a bandpass filter (700/100, AHF or 676/37, AHF) 
and recorded by an EMCCD camera (Evolve512D; Photometrics, 
Tucson, AZ, USA). Typically, we acquire 100,000–300,000 frames 
with a 15-ms exposure time (100 ms for DNA-PAINT) and laser 
power densities of ~15 kW/cm2. The pulse length of the 405-nm 
laser is automatically adjusted to retain a constant number of 
localizations per frame.

Controlled induction of optical aberrations was carried out 
on a similar microscope, albeit with an additional detection 
path. After the tube lens, the back focal plane of the objective 
is imaged onto a deformable mirror (Mirao 52e; Imagine Optic, 
Orsay, France) for phase correction. A flip mirror allows the light 
to be guided toward either a Shack–Hartmann wavefront sensor 
(HASO3; Imagine Optic) or the camera for fluorescence imaging. 
We obtained the PSFs by correcting the optical aberrations using 
a closed loop between the mirror and the wavefront sensor in 
Casao (Imagine Optic) and applying image-based optimization 
of a single bead in Micao (Imagine Optic). Aberrations were then 
induced on the basis of pure Zernike modes.

Furthermore, SMLM images were acquired on a commercial 
Leica SR GSD 3D microscope. The setup is equipped with a 500-
mW 642-nm laser (MPBC Inc., Montreal, Quebec, Canada), a 
30-mW 405-nm diode laser (Coherent Inc., Santa Clara, CA, 
USA), a DBP 405/10 642/10 excitation filter, an LP649 dichroic 
mirror, a BP 710/100 emission filter, and a high-NA oil-immer-
sion objective (160×/1.43-NA; Leica). Astigmatism was induced 
with a modified tube lens, and the image was recorded on an 
iXon3 897 EMCCD camera (Andor, Belfast, Northern Ireland). 
Reference images were reconstructed with Leica Application 
Suite X (version 1.9.0.13747) and used for comparison to the 
cspline fit.

Statistics and reproducibility. Figures show representative data 
from ≥3 (Fig. 1, Supplementary Figs. 6 and 11) or ≥5 (Fig. 2, 
Supplementary Fig. 1) representative experiments, or from single 

experiments (Supplementary Figs. 9, 14, and 15). Supplementary 
Figure 13 shows representative data from three similar independ-
ent simulations.

Code availability. Source code for the software used in this 
study is contained in Supplementary Software 1, and updated 
versions can be freely downloaded at https://github.com/jries/
fit3Dcspline.git.

Life Sciences Reporting Summary. Further information on 
experimental design is available in the Life Sciences Reporting 
Summary.

Data availability. The data sets generated and analyzed in this 
study are available from the corresponding author upon reason-
able request.

26.	 Guizar-Sicairos, M., Thurman, S.T. & Fienup, J.R. Opt. Lett. 33, 156–158 
(2008).

27.	 Unser, M., Aldroubi, A. & Eden, M. IEEE Trans. Signal Process. 41,  
821–833 (1993).

28.	 von Diezmann, A., Lee, M.Y., Lew, M.D. & Moerner, W.E. Optica 2,  
985–993 (2015).

29.	 Holtzer, L., Meckel, T. & Schmidt, T. Appl. Phys. Lett. 90, 53902 (2007).
30.	 Press, W., Teukolsky, S., Vetterling, W. & Flannery, B. Numerical Recipes in 

C: The Art of Scientific Computing (Cambridge Univ. Press, Cambridge, UK, 
1992).

31.	 Laurence, T.A. & Chromy, B.A. Nat. Methods 7, 338–339 (2010).
32.	 Przybylski, A., Thiel, B., Keller-Findeisen, J., Stock, B. & Bates, M. Sci. 

Rep. 7, 15722 (2017).
33.	 Kirshner, H., Aguet, F., Sage, D. & Unser, M. J. Microsc. 249, 13–25 

(2013).
34.	 Li, Y. et al. bioRxiv Preprint at https://www.biorxiv.org/content/

early/2017/08/10/172643 (2017).
35.	 Doyon, J.B. et al. Nat. Cell Biol. 13, 331–337 (2011).
36.	 Xu, K., Zhong, G. & Zhuang, X. Science 339, 452–456 (2013).
37.	 Otsuka, S. et al. eLife 5, 1–23 (2016).
38.	 Deschamps, J., Rowald, A. & Ries, J. Opt. Express 24, 28080–28090 

(2016).
39.	 Ries, J., Kaplan, C., Platonova, E., Eghlidi, H. & Ewers, H. Nat. Methods 

9, 582–584 (2012).

https://github.com/jries/fit3Dcspline.git
https://github.com/jries/fit3Dcspline.git
https://www.biorxiv.org/content/early/2017/08/10/172643
https://www.biorxiv.org/content/early/2017/08/10/172643


1

nature research  |  life sciences reporting sum
m

ary
June 2017

Corresponding author(s): Jonas Ries

Initial submission Revised version Final submission

Life Sciences Reporting Summary
Nature Research wishes to improve the reproducibility of the work that we publish. This form is intended for publication with all accepted life 
science papers and provides structure for consistency and transparency in reporting. Every life science submission will use this form; some list 
items might not apply to an individual manuscript, but all fields must be completed for clarity. 

For further information on the points included in this form, see Reporting Life Sciences Research. For further information on Nature Research 
policies, including our data availability policy, see Authors & Referees and the Editorial Policy Checklist. 

    Experimental design
1. Sample size

Describe how sample size was determined. No hypothesis based experiment was performed. Therefore, the sample size was 
not predetermined. For all simulations, the data size was chosen large enough that 
statistical errors are minimal compared to the effect.

2. Data exclusions

Describe any data exclusions. For calculation of RMS error for Newton method,  single data points for which 
localization error is more than 10 pixels (<5%) were excluded. 
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