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Interferometric single-molecule localization microscopy
(iPALM, 4Pi-SMS) uses multiphase interferometry to local-
ize single fluorophores and achieves nanometer isotropic
resolution in 3D. The current data analysis workflow, how-
ever, fails to reach the theoretical resolution limit due to
the suboptimal localization algorithm. Here, we develop
a method to fit an experimentally derived point spread
function (PSF) model to the interference 4Pi-PSF. As the
interference phase is not fixed with respect to the shape of
the PSF, we decoupled the phase term in the model from
the 3D position of the PSF. The fitter can reliably infer the
interference period even without introducing astigma-
tism, reducing the complexity of the microscope. Using a
spline-interpolated experimental PSF model and by fit-
ting all phase images globally, we show on simulated data
that we can achieve the theoretical limit of 3D resolution,
the Cramér–Rao lower bound (CRLB), also for the 4Pi
microscope. ©2020Optical Society of America

https://doi.org/10.1364/OL.397754

Single-molecule localization microscopy (SMLM, also known
as PALM [1] or STORM [2]), has pushed optical resolution in
microscopy toward the nanometer scale and has led to struc-
tural insights into cell biological questions [3–5]. 4Pi-SMLM
(also called iPALM [6], 4Pi-SMS [7], or 4Pi-SMSN [8]) uses
interference of the fluorescence signal detected with two oppos-
ing objective lenses to drastically increase the z resolution.
Compared to the conventional single-objective 3D SMLM
system [9–13], the dual-objective system collects twice as many
photons. Overlaying both detection paths on a beam splitter
results in self-interference of individual photons, provided the
optical path length difference (OPD) is within the coherence
length. Three [6] or four [7,8] interference phase images are
then simultaneously recorded and provide a very sensitive read-
out of a fluorophore’s axial position (Fig. 1). The resulting axial
resolution is about 6–10 times better than the axial resolution
achievable with the single-objective system. In theory, 3D
sub-10-nm resolution can be achieved with only 250 photons
collected by each objective for an individual molecule [14].

In practice, however, this theoretical resolution limit has not
been achieved in 4Pi SMLM, mainly due to suboptimal analysis
approaches. This is in contrast to single-objective 3D SMLM,
where the resolution limit can be practically reached by maxi-
mum likelihood estimation (MLE) using a bead-calibrated
experimental point spread function (PSF) model [15].

The common method to extract the z position from the inter-
ference 4Pi-PSF is to determine the interference phase based
on photometry between different interference channels [6–8].
However, this approach cannot extract information from the
fringe pattern; thus, the localization accuracy is worse than the
theoretical limit. Recently, spline-interpolated phase retrieved
4Pi-PSF models were introduced to fit the 4Pi-SMLM data
[16]. While the method could potentially achieve the theoretical
resolution, its usability in practice is limited. The problem is
that the model fixes the phase with respect to the 3D position,
whereas in real experiments the phase can easily drift, as even
minor changes in temperature will change the OPD in the inter-
ference cavity. Thus, a simple multichannel 3D PSF is not well
suited to describe real 4Pi-SMLM data.

To overcome these limitations, here we developed a new
experimental PSF model that fully describes the 4D nature (x ,
y , z, and phase) of the 4Pi-PSF. The OPD between the two
interference arms does not only depend on the axial position
of the single molecule, but it is also affected by the path length
of the interference cavity, which can change during the experi-
ment. Therefore, we decouple the interference phase from the
z position of the point emitter in our new 4Pi-PSF model. We
then interpolate the phase-independent part of the experimental
4Pi-PSF model using cubic splines and globally fit the inter-
ference images from all phase channels. We show that we can
achieve the theoretical limit of the 3D localization precision
(Cramér–Rao lower bound, or CRLB) for 4Pi microscopy.
Depending on the axial position, the achieved 3D localiza-
tion precision is 1.8–20 times better than that achieved by the
photometry-based localization method.

We represent the ideal 4Pi-PSF of a single emitter by coher-
ently adding counterpropagating fields E1(x , y , z) and
E2(x , y , z) from the upper and lower objectives, respec-
tively [14]. By decoupling the interference phase ϕ from the
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Fig. 1. Simplified schematic of a four-phase interference 4Pi-
SMLM system. The emission fluorescence is collected by both
objectives and interferes with itself at the beam splitter (BS). The
phase shift between the p- and s-polarized channel is controlled by two
modified Babinet–Soleil compensators (a phase shift of π/2 is shown).
The p- and s-polarized light is separated by polarizing beam splitters
(PBS) to create four interference images simultaneously.

two fields, the overall intensity of the coherent 4Pi-PSF can be
written as

P (x , y , z, ϕ)=
(
E1 + E2e−iϕ) (E1 + E2e−iϕ)∗

= |E1|
2
+ |E2|

2
+ E1 E2

∗e iϕ
+ E1

∗E2e−iϕ

= I + Acos(ϕ)+ Bsin(ϕ).
(1)

Here, I (x , y , z)= |E1|
2
+ |E2|

2, A(x , y , z)= 2(Re(E1)
Re(E2)+ Im(E1)Im(E2)), and B(x , y , z)= 2(Re(E1)
Im(E2)− Im(E1)Re(E2)) are slowly varying functions of
x , y , z. They are real and the same for all four quadrants.
Therefore, we can decompose the four-dimensional (4D) 4Pi-
PSF into three phase-independent parts (I , A, and B), which
can be approximated by slowly varying spline-interpolated
volumetric image stacks, and modulated by the trigonometric
functions that carry the phase.

We coin this model the IAB-based 4Pi-PSF model. A fit
with this model (see below) results in the coordinates x , y , z
and the interference phase ϕ. ϕ depends on the OPD of the
two arms and thus on the precise z position of the fluorophore,
but also has z-independent contributions ϕ0 (refractive index
change, interference cavity drift-induced OPD change, phase
difference between quadrants, etc.), ϕ = 2kz+ ϕ0. Usually,
ϕ0 is slowly varying in time and similar for neighboring local-
izations, and it causes an apparent sample z drift, which we
correct by a custom algorithm based on redundant cross cor-
relation [15]. The z position calculated from the interference
phase can be written as zϕ = ϕ/2k. Here, the wavenumber
k = 2nπ/λ and n is the refractive index of the immersion
medium. It is worth noting that zϕ calculated from the interfer-
ence phase is much more precise than the z parameter within
the I , A, B matrices, which corresponds to the distance of the
point emitter to the focal plane of the objective. Therefore,
we use zϕ for the final reconstruction of the super-resolution
image.

In order to determine the 4D 4Pi-PSF experimentally, we
need to determine the three 3D matrices I , A, and B . They can
be calculated from three experimental 4Pi-PSFs with known
interference phase [Fig. 2(a)] to solve for the three unknown

Fig. 2. IAB-based 4Pi-PSF model. (a) Ideal fully coherent 4Pi-PSF
with interference phase of 0; (b) cross section of matrix I; (c) of A;
(d) of B. (e) Upper objective PSF with astigmatism (100 mλ) and
spherical (50 mλ) aberrations. (f ) Lower objective PSF with astig-
matism (−100 mλ) and shifted in x by 200 nm. (g) The theoretical
4Pi-PSF contains both coherent and incoherent parts (ratio α is
0.2). (h) IAB-based 4Pi-PSF calculated using Eq. (1). A full vectorial
PSF model [17] was used for simulations with parameters: NA 1.35.
Refractive index 1.40 (immersion medium and sample) and 1.518
(cover glass). Emission wavelength 668 nm. The same parameters are
used throughout this work unless noted otherwise. Scale bar 500 nm.

parameters. Since the matrix I is the sum of the intensity of the
upper and lower single-objective PSF, it can be easily obtained
as a direct sum of single-objective PSFs [Fig. 2(b)]. Therefore,
we actually only need two through-focus scans of 4Pi-PSFs with
known interference phase (phase shift other thanπ ) to calculate
the remaining two 3D matrices. By solving two linear equations,
we can obtain A and B [Figs. 2(c) and 2(d)],

A= (F (ϕ1) sin(ϕ2)− F (ϕ2) sin(ϕ1))/sin(ϕ2 − ϕ1), (2)

B = (−F (ϕ1) cos(ϕ2)+ F (ϕ2) cos(ϕ1))/sin(ϕ2 − ϕ1). (3)

Here, F (ϕ1)= P (ϕ = ϕ1)− I , F (ϕ2)= P (ϕ = ϕ2)− I .
ϕ1 and ϕ2 are the two interference phases of the two 4Pi-PSFs.
Since different interference phase channels are usually acquired
simultaneously in 4Pi-SMLM, it is easy to obtain two 4Pi-PSFs
with different phases just by scanning the 4Pi-PSF in 3D once.
In practice, we averaged many through-focus scans of bright
fluorescent beads with the same phase to get high signal-to-noise
data. The 3D matrices I , A, and B were calculated based on this
averaged PSF.

During the derivation of our new IAB-based 4Pi-PSF model,
we did not use approximations; thus, it can accurately describe
even imperfect PSFs in the presence of aberrations. We validated
this by simulations using a full vectorial model to calculate
the single-objective PSFs [17], with different aberrations for
upper and lower objectives, misalignment (lateral shift between
PSFs), and astigmatism [Figs. 2(e) and 2(f )], which is often
introduced to distinguish z positions at different interference
periods (“phase unwrapping”) [8,18]. Furthermore, in order to
be close to a realistic 4Pi-PSF, we added up the counterpropagat-
ing electrical fields from the upper and lower objectives partially
coherently and incoherently [16],

Pt(x , y , z, ϕ)= P (x , y , z, ϕ)+ α I (x , y , z). (4)

Here, α ≥ 0 is the ratio between the incoherent part and the
coherent part of the electrical field. The matrix I was calculated
as in Eq. (1). We then chose a phase of ϕ = 2π/3, which is
different from the phases used to calculate I , A, and B (ϕ1 = 0,
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ϕ2 = π/2) and compared it with the theoretical 4Pi-PSF with
the same phase [Figs. 2(g) and 2(h)]. As expected, these two
PSFs are identical within machine precision.

In 4Pi-SMLM experiments, three or four phases with relative
phase shifts of φi are detected simultaneously. The imaging
model of the multichannel 4Pi-PSF is given as µki (x , y )=
θbi + θN/2∗P (x − θx , y − θy , θz, θϕ + φi ). Here, µki is
the expected intensity value of pixel k at position (x , y ) in
channel i and is assumed to follow Poisson statistics due
to the random nature of photon detection. For each chan-
nel, θbi are the background photons per pixel and assumed
to be constant over the extent of the PSF. θN is the num-
ber of photons detected in each objective. θx , θy , and θz
are the x , y , and z positions of the emitter. θϕ is the inter-
ference phase. P is described as in Eq. (1). The objective
function for MLE across different channels is given by χ2

mle =

2

(∑
i

∑
k
(µki −Mki )−

∑
i

∑
k,Mki>0

Mki ln (µki/Mki )

)
. Here,

Mki is the measured number of photons in the kth pixel in the
i th channel. Similar to a previous implementation [19], we used
a modified Levenberg–Marquardt algorithm for the nonlinear
optimization process. We used cubic spline interpolation to
interpolate the 3D matrices I , A, and B [15,20]. Since the inter-
ference phase is decoupled from the θz in the IAB-based 4Pi-PSF
model, it is simple to calculate the partial derivatives along each
parameter. We then used the fitted θz for phase unwrapping to
estimate the period, which we added to θϕ to get the absolute
phase to calculate zϕ .

For fitting of the parameters globally across different chan-
nels, the spatial transformation between different channels
can be calibrated using beads on cover glass. The phase shifts
φi between different channels can be precisely determined as
they directly follow the design of the interference cavity. θz is
also considered to be identical for all channels as the calibra-
tion at different z positions is performed simultaneously for
all channels. Based on whether a parameter is independent
in each channel or the same in all channels, the Hessian and
Jacobian matrices are constructed by using the information in
one channel or across multiple channels [21]. We implemented
the algorithm on the GPU and reached a fitting speed of 1617
molecules/s on a consumer graphic card (NVIDIA GTX 1070)
for a fitting region of 13× 13 pixels, while the fitting speed on
the CPU (Intel Core i7-5930) was 268 molecules/s.

We then investigated the accuracy of our fitting approach
on simulated data and compared it to the photometry-based
method, as well as the CRLB. The CRLB was evaluated as the
diagonal element of the inverse of the Fisher information matrix
(Fig. 3). For photometry, we followed the work by Aquino and
coworkers using the moment-based estimator [7]. The x and
y positions were first obtained by fitting the summed image
of all channels with a Gaussian model. As the central location
of the molecule is known, the zeroth moment intensities were
calculated by a weighted least squares fitting of a Gaussian with
the amplitude being the only fitting parameter. The interference
phase was analytically solved using the intensities under the
assumption that they follow two sine models with a known
phase shift between p- and s -polarized channels.

Our analysis [Figs. 3(a)–3(c)] reveals that the localization pre-
cision using MLE with our IAB-based 4Pi-PSF model can reach
the CRLB in all dimensions. The localization precision for the
photometry-based method is worse than the CRLB, specially for

Ground Truth
Model Fit
photometry

CRLB
Model Fit
photometry

(a) (b)

(c) (d)

CRLB y
Model Fit
photometry

CRLB x
Model Fit
photometry

Fig. 3. Comparison of localization precisions and accuracies using
the IAB-based 4Pi-PSF model fit and the photometry-based analysis
method. Localization precision in, (a) x ; (b) y ; (c) z. Comparison of
the returned zϕ and the ground truth z (d). 1000 4Pi single molecule
images were simulated at each z position with four phase channels (0,
π/2, π , 3π/2) with an astigmatism of 100 mλ. For each objective,
2000 photons/localization and 20 background photons/pixel were
used. The localization precision is calculated as the standard deviation.

molecules away from the focal plane. In x and y , the improve-
ment from using the new model is up to fourfold [Figs. 3(a)
and 3(b)]. The reason is that the model fit extracts information
from the fringes in the interference PSF, whereas the summed
PSF, which is used for lateral localization in photometry, does
not contain these spatial features. The localization precision
in z (standard deviation) is up to ∼ 1.5 fold worse [Fig. 3(c)].
The large systematic errors for z localizations in photometry
[Fig. 3(d)] indicate that the simple sinusoid model cannot fully
describe the zeroth moment intensities, possibly due to the
spherical wavefront captured by the high NA objective.

As even an unmodified (nonastigmatic) 4Pi-PSF has a differ-
ent shape in different interference periods [7], we hypothesized
that we can distinguish these interference periods directly using
our 4Pi-PSF model fit. This would render the introduction
of astigmatism obsolete, greatly simplifying the design of the
microscope. To test our hypothesis, we simulated upper and
lower objectives PSFs without introducing any aberration and
coherently added them to produce an ideal 4Pi-PSF. In order
to overcome the problem that the fitter might not converge
across interference periods, we explored the bidirectional fit-
ting approach as described before [15]. Here, we fit each single
molecule twice with different starting z parameters (±300 nm)
and phases (0 and π ). We then chose the solution of these two
fits with the maximum likelihood. Similar to the 4Pi-PSF with
astigmatism, we also could achieve the CRLB in all directions
for the unaberrated 4Pi-PSF (Fig. 4).

To demonstrate that our approach works on real experimen-
tal 4Pi-SMLM data, we imaged nuclear pore complexes using
a 4Pi microscope with a design based on Huang and coworkers
[8]. Nuclear pore complexes are well suited as reference stan-
dards as they position the proteins at defined 3D locations in
the cell [22]. We used genome edited cell lines in which we
labeled Nup96-SNAP with BG-AF647 and embedded the
sample in a refractive index matched buffer (n = 1.40, 38%
2,2’-thiodiethanol in standard glucose oxidase/catalase/MEA
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Fig. 4. Localization accuracy of unaberrated 4Pi-PSF: x , y , and
zϕ localization accuracy of an ideal 4Pi-PSF without additional astig-
matism. 1000 4Pi single molecule images were simulated at each z
position with four phase channels (0, π/2, π , 3π/2). For each objec-
tive, 2000 photons/localization and 20 background photons/pixel
were used.

Fig. 5. Experimental data on nuclear pore complex. Nup96-SNAP-
Alexa647 was imaged and reconstructed by (a) and (c), IAB-based
4Pi-PSF model and, (b) and (d), photometry-based method. (a) and
(b), top view; (c) and (d), side view. Scale bar 100 nm.

buffer [15]). The two rings of Nup96 are clearly resolved in
the axial dimension (Fig. 5). The clusters reconstructed by our
model fit are smaller than those from photometry, both in x−y
[Figs. 5(a) and 5(b)] and x−z [Figs. 5(c) and 5(d)], as indicated
by the green arrow.

In conclusion, we developed a new 4Pi-PSF model to fully
describe the 4D nature of the 4Pi-PSF. We decoupled the inter-
ference phase from the 3D position of the PSF and represent the
4Pi-PSF with three 3D matrices (I , A, and B) in combination
with a simple phase term. Therefore, instead of calibrating
a complete 4D 4Pi-PSF, we could obtain an experimental
4Pi-PSF just by calibrating the three 3D matrices, which is
practically much easier. Furthermore, we developed a complete
analysis pipeline to analyze the multiphase 4Pi-PSFs simulta-
neously. Our global fitter achieved the theoretical minimum
uncertainty, the CRLB, in all dimensions. Compared to the
conventional photometry-based approach, it greatly improved
the localization precision and accuracy, enabling sub-10-nm
resolution in all three dimensions even for rather dim single
molecule conditions (2000 photons/molecule and 20 back-
ground/pixel). Moreover, the IAB-based 4Pi-PSF model fit
allowed us to unwrap the phase without introducing addi-
tional aberrations that are usually used to distinguish different
interference periods, which could simplify the design of 4Pi-
SMLM microscopes. Finally, we validated our 4Pi-PSF model
by imaging the biological samples, nuclear pore complex pro-
tein Nup96, and clearly resolved the double-ring structure
with a distance of only 50 nm. We believe that this work is an
important step in reaching the full potential of 4Pi-SMLM.
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